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What can be done during language model inference?

Have you been?

NLPELED)? oy =

Minimum Bayes Risk7T d—F« >»J D1 bOd o3>

2025/06/25 (Wed) 12:00-13:30 (JST)

RS / Yuu Jinnai (XS YA N—IT—J U k)

[Web# 7 k]
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ICHEFLE. B, el masE) 2R3k,
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What can be done during language model inference?

Language model is not desighed to
output all the information it has

—><> Encoding

Non-human readable
internal representation

*< Decoding




What can be done during language model inference? [aY]

What is the LLM Supposed to Do?

*L\O)Zaalzt&f%b\bb\l,\
My cat is very cute.
EHEEE Lﬁl JERL T

My friend
(he knows | love cats)




What can be done during language model inference? [aY]

Q. What shouldbe the output here?

IHEDFFETEMDN
WEpAfZR~~~ ! ! LLM ?7?
EEFEICPIRRLT




What can be done during language model inference? [aY]

What is the LLM Supposed to Do?

SEDFIFETEHEM DL
WEpAfZRa~~~ 1 ! LLM My child is very cute.
ZRFEICEHERL T




What can be done during language model inference?

What is the LLM Supposed to Do?

Intent Some Estimated
(unobservable) Input text Processing Output text intent
N
> WY o
?1515\3,?:(2{(3 f,\T)l; ;lé My child is very
FEEICRAERL T cute. )

N7

cat is super cute, isn’t

He wanted to say his
he?

as always :)




What can be done during language model inference?

The Loss of Information

What the LLM is supposed to do is not clearly specified

.................................................................... —.Underl/ill-defined problem
e e,
Intent / Some \ Estimated
(unobservable) Input text Processing Output text intent
5 \
%B\baz,%f—(ii—cj f\?%\; My child is very
HEEICEAERLT cute. )

N7

He wanted to say his
cat is super cute, isn’t
he?

as always :)




What can be done during language model inference?

Prompting the Intent

Intent Some Estimated
(unobservable) Input text Processing Output text intent

BART—&HEAPLTL
#HFEZ?




What can be done during language model inference?

Prompting the Intent

Intent
(unobservable) Input text
BART—BEHFPTL
#WMmFEZ?
A RIEE
B. TR#R
C. #L1%

D.*IT&&HEIl ** (F:
DASEMTY !)

Some Estimated
Processing Output text intent

@ cybelfeint.
/

12




What can be done during language model inference?

Prompting the Intent

Recognize the intent of the user and
optimize the utility accordingly

A
Intent T Some Estimated
(unobservable) Input text P'rbqessing Output text intent
oep e ™I N 5BATNIL
A B2 ZHETY !
B. IR#B
C. #L1%
D.*IT&HEIl* (F: N -
DAERETY !) [ %E*)E_Tzft .t1 | -

13




What can be done during language model inference?

How should the LLM Answer?

The goal is to maximize the utility of the user

Intent

Some Estimated
(unobservable) Input text Processing Output text intent
[ BRT—EEAOTL \@{ o
#lkEZ? £o
A BT
B. R#B
C. #L#%

ot




What can be done during language model inference?

Problem: Text Generation

15



What can be done during language model inference?

Many NLP Tasks Involve Text Generation

Image
Captioning

> Pmodel (h ‘ X)4{ “A black cat.” }

translation [ A IE ]—' Pmodel (h ‘ X)‘{ “A black cat.” J

X h

16



What can be done during language model inference?

Many NLP Tasks Involve Text Generation

Image
Captioning

> Pmodel (h ‘ X)4{ “A black cat.” }
S T—

output context
. P "
translation [ A IE ]—' Pmodel (h ‘ X)‘{ “A black cat.” }

X h

17



What can be done during language model inference?

Many NLP Tasks Involve Text Generation

Image
Captioning

> Pmodel (h ‘ X)4{ “A black cat.” }
S T—

output context
X = sequence of tokens h

translation [ A IE ]—' Pmodel (h ‘ X)‘{ “A black cat.” }

X h

18



What can be done during language model inference?

Text Generation Problem

Given a context x and a model Pmodel,
generate a desired output

" Pmodel(h‘x)g{ ? ]

19



What can be done during language model inference?

Text Generation Problem

Given a context x and a model Pmodel,

generate a desired output
— This process is called decoding!

" Pmodel(h‘x)g{ ? ]

20



What can be done during language model inference?

Text Generation Problem

Given a context x and a model Pmodel,

generate a desired output
— This process is called decoding!
...but what is desired output?

- Prodel (R]%)— ? 1

21



What can be done during language model inference?

Q. Question Time!

If we had a PERFECT language model that exactly captures P04 (h|x),
would the text generation problem be considered solved?

. Yes - text generation is trivial with a perfect model.
Mostly yes - rare edge cases may exist.

. No - there are many other aspects to consider.

O 0 W >

. It can never be perfect so the question has no point.

22



What can be done during language model inference?

Which city would be?

/

BART—&HEAP \
FLEHIEED ?

A HE
B. &R
C. AL1%

Jode

23



What can be done during language model inference?

Maximum-a-Posteriori (MAP) Decoding

/EI A C— T A4 \ « MAP decoding (estimate) selects the

S o most probable option
A E (i.e. highest probability)

A HE
B. &R
C. AL1%

24




What can be done during language model inference?

Optimal Answer Depends on the Intent of the User

/

HAT—HEAP
Intent FLEhEE S ?

(unobservable)

\  MAP decoding (estimate) selects the
most probable option
(i.e. highest probability)

BRI\~ g igg But language model is defined on a
Sl ! C. fLix text yet the objective is to maximize the

utility of the user which depends on

gﬁ ~/ their intent

25




What can be done during language model inference?

Optimal Answer Depends on the Intent of the User

/

HAT—HEAP
Intent FLAHIEES?

(unobservable)

\ « MAP decoding (estimate) selects the
most probable option
(i.e. highest probability)

EEoENE ) g %g‘g But language model is defined on a
SHDBEL - R text yet the objective is to maximize the
TOF~ C. FLm%

D. 25 & utility of the user which depends on
e > / their intent (which is unobservable!)

Then how should we make a decision
without knowing it?

26




What can be done during language model inference?

Making Decision

Intent
(unobservable)

S

/EIZIK’C*—%EH'VD

FULERTHIEED ?

A BHRE
B. &R
C. #L1%

~

J

« MAP decoding (estimate) selects
the most probable option
(i.e. highest probability)

« MBR decoding selects the option
with the highest expected utility

 Minimax rule selects the option
that maximizes the minimum

possible utility (not used in text

generation tasks) 27



What can be done during language model inference?

Q. Question Time!

If we had a PERFECT language model that exactly captures P04 (h|x),
would the text generation problem be considered solved?

. Yes - text generation is trivial with a perfect model.
Mostly yes - rare edge cases may exist.

. No - there are many other aspects to consider.

O 0 W >

. It can never be perfect so the question has no point.

28



What can be done during language model inference?

How should the LLM Answer?

The goal is to maximize the utility of the user

Intent

Some Estimated
(unobservable) Input text Processing Output text intent
[ BRT—EEAOTL \@{ o
#lkEZ? £o
A BT
B. R#B
C. #L#%

ot




What can be done during language model inference?

Q. Question Time!

If we had a PERFECT language model that exactly captures P04 (h|x),
would the text generation problem be considered solved?

A. Yes - text generation is trivial with a perfect model.
B. Mostly yes - rare edge cases may exist.

\/ C. No - there are many other aspects to consider.
D. It can never be perfect so the question has no point.

User prompt is not perfect representation of their intent. LLM needs
to estimate it and optimize on its utility. 30




What can be done during language model inference?

But...it Knows!!

If you ask it explicitly, then LLM answers accordingly

Intent Some Estimated
(unobservable) Input text Processing Output text intent
/EZK'C“—%1IJ$‘V’TL\\ L5254 . FhiE

#MHFEZ? &Ry

A EBR '

B. R#B

C. #L1%

D~ ITAHE)] ™ (E: acye@nt

ﬂf-ﬂ) )

31




What can be done during language model inference?

Intent
(unobservable)

But...it Knows!!

If you ask it explicitly, then LLM answers accordingly

Input text

-

BAT—HEAHOT LY
#HEEZ?

A EBE

B. IR&R

C. #Li%

D. &t E

>

~N

Some Estimated
Processmg Output text intent

R

LLM is not using its full

power (information)!




What can be done during language model inference?

Decoding Process Losses Information

Non-human readable

Encoding internal representation

< Decoding

33
Image from https://medium.com/@)javaid.nabi/all-you-need-to-know-about-lim-text-generation-03b138e0ed 19



What can be done during language model inference?

Decoding Process Losses Information

long

Once upon a time a

the

34
Image from https://medium.com/@)javaid.nabi/all-you-need-to-know-about-lim-text-generation-03b138e0ed19



What can be done during language model inference?

Decoding Process Losses Information

Sampling is a compression
for
Non-human readable _ . _
internal representation Decoding T :
the

35
Image from https://medium.com/@)javaid.nabi/all-you-need-to-know-about-lim-text-generation-03b138e0ed19




What can be done during language model inference?

Decoding Process Losses Information

Sampling is a compression

Once upon a time a

Non-human readable _
internal representation Decoding

=Probability of a single
sequence

the

=Probability of all
possible sequences

36
Image from https://medium.com/@)javaid.nabi/all-you-need-to-know-about-lim-text-generation-03b138e0ed19




What can be done during language model inference?

Decoding Process Losses Information

Can we extract more information?

f

Once upon a time a

Non-human readable _
internal representation Decoding
the

=Extract more
=Probability of all information!
possible sequences

37
Image from https://medium.com/@)javaid.nabi/all-you-need-to-know-about-lim-text-generation-03b138e0ed19




What can be done during language model inference?

Decoding Process Losses Information

Can we extract more information?
— MBR decoding, Chain-of-Thought, etc.

f

Izltzr;nf;lfrpeirg:::tzzfn ,< Decoding Inference-time scaling algorithms!

=Extract more
=Probability of all information!
possible sequences

38
Image from https://medium.com/@)javaid.nabi/all-you-need-to-know-about-lim-text-generation-03b138e0ed19




What can be done during language model inference?

Algorithm: Minimum Baye Risk Decoding

MINIMUM BAYES RISK DECODING:
THE CAT CONSENSUSS

Pick the one that agrees most
@ with the rest = MBR!

,f‘ &

The cat A feline The kitty
sat on the is on arug lies by .
mat. the door .. &

39




What can be done during language model inference?

Procedure of Minimum Bayes Risk (MBR) Decoding (kumar+ ‘04, Eikema+ ‘20)

1. Sample outputs randomly

A face of e N —
a black cat catwi
L brown eyes

P, h|x)— )
model ( | ) A black [ A black cat
kitten o
] P . ] My cute little
? |
Prompt: “What’s in the picture? [ A cat ] [ Kitty 44 }

40



What can be done during language model inference?

Procedure of Minimum Bayes Risk (MBR) Decoding (kumar+ ‘04, Eikema+ ‘20)

1. Sample outputs randomly
2. Estimate the utility between the outputs using a function w(h,y)

A face of e N —
ablackcat | - catwi
— L brown eyes

~

Prodel (hlx)_'

A black . [ A black cat
kitten . —/

Kitty

. » . . = My cute little
Prom ? ..
rompt: “What'’s in the picture” [ - ] [ }

|



What can be done during language model inference?

Procedure of Minimum Bayes Risk (MBR) Decoding (kumar+ ‘04, Eikema+ ‘20)

1. Sample outputs randomly
2. Estimate the utility between the outputs using a function w(h,y)

= -risk
A face of O .
— L brown eyes
Pm 1 (h | X) : -
ode A black .| Ablack cat
kitten . — ;
» - . \ e My cute little
? . o
Prompt: “What’s in the picture® [ Py } .- [ Kitty 48 }

42



What can be done during language model inference?

Procedure of Minimum Bayes Risk (MBR) Decoding (kumar+ ‘04, Eikema+ ‘20)

1. Sample outputs randomly
2. Estimate the utility between the outputs using a function w(h,y)
3. Select the output that maximizes the average utility to the others

A face of e N —
ablackcat | - catwi
— L brown eyes

P h|ix)— g
model ( | ) A black .| Ablack cat
kitten v - .
» _ . , e My cute lttle
2 |
Prompt: “What’s in the picture? [ A cat } [ ity 48 }

Selected output

43



What can be done during language model inference?

Procedure of Minimum Bayes Risk (MBR) Decoding (kumar+ ‘04, Eikema+ ‘20)

1. Sample outputs randomly
2. Estimate the utility between the outputs using a function w(h,y)
3. Select the output that maximizes the average utility to the others

A face of e N —
ablackcat | - catwi
— L brown eyes

P, h|x)— g
model ( | ) A black .| Ablack cat
kitten v - .
» . . \ e My cute little
Prompt: “What’s in the picture? [ — } ...... [ Kitty % }
1
hyigr = argmax —— Z u(h,y) Selected output

, . |[samples
h€samples ‘ p I y€Esamples

44



What can be done during language model inference?

Interpretation of MBR Decoding

Assuming the generated samples are the possible “true answers”,
minimize the average risk over them

A face of e N —
ablackcat | - catwi
— L brown eyes

P, h|x)— g
model ( | ) A black .| Ablack cat
kitten v - .
» . . \ e My cute little
Prompt: “What’s in the picture? [ — } ...... [ Kitty % }
1
hyigr = argmax —— Z u(h,y) Selected output

, . |[samples
h€samples ‘ p I y€Esamples

45



What can be done during language model inference?

MBR Decoding Sample Many Instead of One Sequence

f

MBR decoding extracts more
information from LLM by

Non-human readable _
internal representation Decoding '
sampling more sequences!

IR

\

=Extract more
=Probability of all information!
possible sequences

46
Image from https://medium.com/@)javaid.nabi/all-you-need-to-know-about-lim-text-generation-03b138e0ed19




What can be done during language model inference?

Chain of Thought (wei et al., 2022)

Standard Prompting Chain-of-Thought Prompting
| Modelnput  Modelinput
Q: Roger has 5 tennis balls. He buys 2 more cans of Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now? tennis balls does he have now?

A: The answer is 11. A
The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to

make lunch and bought 6 more, how many apples Q: The cafeteria had 23 apples. If they used 20 to
do they have? make lunch and bought 6 more, how many apples
\_ 4 kdo they have? )

A: The answer is 27. x A

The

answeris 9. +/

47




What can be done during language model inference?

Chain of Thought (wei et al., 2022)

Inquiry the LLM recursively
to retrieve more information

Non-human readable
internal representation

=Extract more
=Probability of all information!
possible sequences

48



What can be done during language model inference? [aY]

Reasoning (Thinking) Model (Deepseek-Al, 2025)

ZUCEA 2 vE S, L { 3IFRmAEFE L 1REEHELOG I B~ fTEF L, 5 2
(SRR LV E 402

& Thought for 46 seconds ~




What can be done during language model inference?

Reasoning (Thinking) Model (Deepseek-Al, 2025)

Let LLM dump a lot of information

Non-human readable
internal representation

=Extract more
=Probability of all information!
possible sequences

50



What can be done during language model inference?

Are they Mutually Exclusive?

No! MBR with Chain-of-Thought a.k.a. Self-Consistency

Greedy decode
. This means she uses 3 + 4 = 7 eggs every day.
Chain-of-thought Language She sells the remainder for $2 per egg, so in .
prompting model total she sells 7 * $2 = $14 per day. The answer is $14.
The answer is $14.
————————————————————————————————————————————————————————————— ARC (Challenge)
Self-consistency Sample a diverse set of Marginalize out reasoning paths | [60 ¥ —=
reasoning paths P to aggregate final answers 58
1

/(i: If there are 3 cars in the parking \ She has 16 - 3 - 4 = 9 eggs \ 56 @ @

lot and 2 more cars arrive, how many left. So she makes $2*9= | The answer is $18. \ 54
B ; A .

cars are in the parking lot? $18 per day. 1 —8— Greedy Decode (Single-path)
A: There are 3 cars in the parking lot ; - \ 52 ) )
already. 2 more arrive. Now there are This means she she sells the \ 50 —I— Self Consistency (Multi-path)
3+ 2=5cars. The answer is 5. remainder for $2 * (16 - 4 - 3). The answer is $26.
a'Janet’s ducks lay 16 eggs per day. L = $26 per day. : 0 5 10 15 20 25 . 30 35 40
She eats three for breakfast every anggalge L - #Sampled Reasonlng Paths
morning and bakes muffins for her mode She eats 3 for breakfast, so | 0
friends every day with four. She sells she has 16 - 3 = 13 left. Then 1
the remainder for $2 per egg. How she bakes muffins, so she The answer is $18.
much does she make every day? has 13 - 4 = 9 eggs left. So |

Q: she has 9 eggs > $2 = $18. |

Wang et al. ICLR 2023 °!



What can be done during language model inference?

Inference-Time Scaling

o [FIZZAMT HECHERM AT HZ L TRY ROEIEZHG D FIEORK
o FEIZH T HScalingiTE (20204F) MmN TV D

7 4.2
6 —— L=(D/5.4-10%3)70:09 | 5.6 — L =(N/8.8-1013)70.076
3.9
438
8" 6
: 4.0
S
"g,'; 3.3 3.2
F3
3.0
2.4
-- L=(Cminf2.3+108)~0:050
; . = . ; 2.7 ; ; ; ; ;
i0-® 107 105 103 10! 10? 108 10° 109 107 109
Compute Dataset Size Parameters
PF-days, non-embedding tokens non-embedding

Kaplan et al., 2020 https://arxiv.org/abs/2001.08361 52



2024/9: (ol1) Inference-Time Scaling by Reasoning (openal, 2024)

- R TR, TEFAL
Az piRE B HRLIRE ] 2 509
(Reasoning) = L ic k-~ T

PEREDS LT b

- BERa—T 4T EART

RO M RE

accuracy
8

8

8

Competition Math

(AIME 2024)

56.7

833

Competition Code

(Codeforces)

89.0

PhD-Level Science Questions
(GPQA Diamond)

783 T80

o1 AIME accuracy
during training

o1 AIME accuracy
at test time

100 - 100 q
80 A 80 A
.
L ]
> . >
8 8
5 60 - . ® 5 60 A .
5} . o
Q [ ] L) Q
(] L]
® . ® *
ﬁ 40 2 40 1
© L ]
[= o
L ]
20 A 20 4
train-time compute (log scale) test-time compute (log scale)
53




2025/01: (DeepSeekR1) Learning to Reason by Reinforcement Learning

- THRAPNERKIC THRE] 27 %2
K& LTE LD D EEH 2
% 1734 5 Reasoningt 7 /L & £ 4

- TERKEMICE LN ZEE D E L)
Gl DR & L CEH

DeepSeek-R1-Zero average length per response during training

12000

10000

Average length per response
b g
8 8

5
8

8
8

o

0 2000 4000 6000 8000

(Deepseek-Al, 2025)

Accuracy

e
w

e
=

e
w

e
N

DeepSeek-R1-Zero AIME accuracy during training

—8— rl-zero-pass@1
—&— rl-zero-cons@16
- === 01-0912-pass@l

—==- 01-0912-cons@64

0 2000 4000 6000 8000
Steps

54



What can be done during language model inference?

Ssummary

Questions: jinnai_yu@cyberagent.co.jp

Text generation is ill defined problem but
LLM should be able to do more!

_ Non-human readable
Encoding internal representation

55



What can be done during language model inference?

56



What can be done during language model inference?

57



What can be done during language model inference?

Applications of MBR Decoding

APPLICATIONS OF
MBR DECODING

MACHINE TRANSLATION sEEel RECOGNITION
The cat is sleeping on the sofa

Die Katze schisft ayf. dem Sofa, Itisalovely |Itisa lovely
after noon. | after noon.
Itislovely | Atabby cat
afternoon. | is indoors.

SUMMARIZATION IMAGE CAPTIONING

A o

o

Aartciicles Esm ison
- o
—

MBR
DECipg

58




What can be done during language model inference?

MBR Decoding for Machine Translation

Many submissions to WMT’'24 use MBR Decoding

Final Target Language Hypothesis

| RIS RSERET ]
en—xx
MBR decoding [with COMET
Models METRICX | XCOMETT COMETKIWI T
Baselines N-best Hypotheses N-best Hypotheses
NLLB-54B 7.617 66.90 7 57.017 ) ) ‘
GPT-40 1506  83.746 77.04 5 RFBLRT L RFRLRE T
CLAUDE-SONNET-3.5 1405 84855 78.00 4 paiaiie P sbRRL
' ' ’ : RSB R T FIFELEMISESHN
DEEPL — — — Rl EERT S RIFELRIEIIEHAY
RIFECEMEIEPSHA BlFSEsrE e
TOWER
ToOwER-vV2 7B 1485 83.775 77.025
TowWER-V2 70B 1.324 84.87 4 78.20 4 Beam search Temperature and}nucleus sampling
TOWER + QAD .............................................................................. [ T Systm J LN based MT Syt W
TOWER-V2 70B+MBR  0.9212 88.7812 81393 Source L ‘ Text
TOWER-V2 7T0B+TRR  1.033 87.953 82.132 oriee angtage Tex
TOWER-V2 70B 2-step 0-89. 89.25. 82-54. [ Scientific facts result from experiments J

Rei et al., WMT 2024 Wu et al., WMT 2024 59



What can be done during language model inference?

MBR Decoding for Machine Translation

MBR Decoding is better than beam search

BLEURT 0.2

MBR
decoding

80

Beam
Search

5 10 50 100 500 1000

candidate list size (log scale)

Freitag et al., TACL 2022 60



What can be done during language model inference?

MBR for Distillation from Teacher LLM

Innerhalb seiner eigenen Partei
wiichst der Widerstand MBR training

Source Within his party, resistance In seiner Partei regt sich

sentence continues to grow. Widerstand.
MBR Der Widerstand gegenibn |
wiichst weiter. — -
Innerhalb seiner Partei reg MBR-N training
In seiner Partei wichst der ¢ {erstand immer grof
—_— Widerstand weiter an —p
—
. . = Auch in seiner Partei wichst

In seiner Partei formiert sich der Widerstand!
der Widerstand. .

Teacher Candidate Candidate pairs with Candidate Student

LLM translations MBR scores selection LLM

Wang et al. SSI-FM ICLR 2025 o



What can be done during language model inference?

MBR for Self-Distillation

Section 3: MBR Inference *
o Pseudo-References
n valuate
Region of ultra Dark hole in
_ Evaluator dense spacetime.  space.
10 03 077 | |o72] Decoded Output

Max five-word R . f lt —————————————————————————————————————————————————————————————— _—-"' —_——__—‘ Dark hole in
description of a egion of ultra 0.43 1.0
black hole, for densespacetime. |- - - - - C - - o o o e e e e 035 p|0 _SZ — > space.
ab-yearold ===Z0 = | sl T T T T T T T T T E TS EEE ST TS ===

Pt Darkholeinspace. [ 08 02 10 | |073

— Candidates
Marginalise

Sample

Section 4: MBR Distillation
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What can be done during language model inference?

Why does MBR Decoding Work?
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What can be done during language model inference?

Procedure of Minimum Bayes Risk (MBR) Decoding (kumar+ ‘04, Eikema+ ‘20)

1. Sample outputs randomly
2. Estimate the utility between the outputs using a function w(h,y)
3. Select the output that maximizes the average utility to the others

A face of e N —
ablackcat | - catwi
— L brown eyes

P h|ix)— g
model ( | ) A black .| Ablack cat
kitten v - .
» _ . , e My cute lttle
2 |
Prompt: “What’s in the picture? [ A cat } [ ity 48 }

Selected output
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What can be done during language model inference?

Why does MBR Decoding Work?

MBR Decoding only need finite samples (e.g.,100) to
surpass the performance of beam search (state-of-the-

art) whereas the number of possible sequences is infinite.

MBR
decoding

Beam
Search

5 10 50 100 500 1000
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What can be done during language model inference?

Minimum Bayes Risk Decoding Minimizes Bayes Risk (Ichihara et al., ACL 2025)

Which objective functions are easier to optimize, MAP or MBR?

- With large enough number of samples, MBR is likely to be better
under assumptions

MAP Regret is better.

Training Dataset Size |D|

MBR Regret is better.

Size of Samples n 66



What can be done during language model inference?

Minimum Bayes Risk Decoding Minimizes Bayes Risk (Ichihara et al., ACL 2025)

MBR decoding converges to the optimal solution with high probability at a rate of
O(1/\n) where n is the number of samples under assumptions

BLEURT 0.2

80

MBR
decoding

Beam
Search

5 10 50 100 500 1000
candidate list size (log scale)
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What can be done during language model inference?

MBR Decoding as a Medoid Identification Problem (Jinnai&Ariu, Findings 2024)

Median Estimation: n = 1
L2 Error = 0.9357

1
hypr = argmax Z u(hj y)

samples
he€samples ‘ p | yEsamples

0.5+

A face of - : |
[ a black cat } -] Acatwith ;
: L brown eyes

.
= .

N . —0.54
B

Pmodel(hlx) [ Abla‘c‘:l;“ }_,[Abl‘ack cat

kitten —

---- Unit circle
Samples (n=1)

T T — True median (0,0)
Pl . Current estimated median

_ : My cute little -
[ A cat } kitty . Lo

Selected output
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What can be done during language model inference?

MBR Decoding as a Medoid Identification Problem (Jinnai&Ariu, Findings 2024)

1
hypr = argmax > ulhy)

samples
hesamples ‘ p | yEsamples

This entails that there exists an
approximation

algorithm with O(n log n)

1.0 q

0.5+

0.0 1

—0.54

-1.04

Median Estimation: n = 1
L2 Error = 0.9357

---- Unit circle
Samples (n=1)
T T T - True median (0,0}
“"". B ‘ Current estimated median
*
T T
-1.0 —0.5 0.0 0.5 1.0
X
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What can be done during language model inference?

MBR Decoding as a Noisy Signal Decoding

Random sampling has no bias but high variance

Noise (variance) can be ignored by sample-and-aggregate strategy

—_AIZTBIE!

A

}

Encoding

N—

Decoding
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What can be done during language model inference?

Why does MBR Decoding Work?

MBR Decoding only need finite samples (e.g.,100) to
surpass the performance of beam search (state-of-the-

art) whereas the number of possible sequences is infinite.

Still an open question!

n



What can be done during language model inference?

Where Should | Start?

Starter kit for MBR decoding

= Sampling-Based Approximations to Minimum Bayes Risk Decoding for Neural Machine Translation
(Eikema & Aziz, EMNLP 2022)

= High Quality Rather than High Model Probability: Minimum Bayes Risk Decoding with Neural Metrics
(Freitag et al., TACL 2022)

= Minimum Bayes-Risk Decoding for Statistical Machine Translation (Kumar & Byrne, NAACL 2004)

Implementations (Library)

- https://github.com/naist-nlp/mbrs
- https://github.com/ZurichNLP/mbr
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