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Introduction to Minimum Bayes Risk Decoding

Decoding Matters More than You Think!
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Introduction to Minimum Bayes Risk Decoding

What is He?

A. Dog
B. Cat
C.Oowl
D. Bear

Ql. Question Time!
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Problem: Text Generation
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Many NLP Tasks Involve Text Generation

Image
Captioning

> Pmodel (h ‘ X)4{ “A black cat.” }
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output context
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Introduction to Minimum Bayes Risk Decoding

Many NLP Tasks Involve Text Generation

Image
Captioning

> Pmodel (h ‘ X)4{ “A black cat.” }
S T—

output context
X = sequence of tokens h

translation [ I8 ]—' Pmodel (h ‘ X)‘{ “A black cat.” }

X h
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Text Generation Problem

Given a context x and a model Pmodel,
generate a desired output

" Pmodel(h‘x)g{ ? ]
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Text Generation Problem

Given a context x and a model Pmodel,

generate a desired output
— This process is called decoding!

" Pmodel(h‘x)g{ ? ]
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Introduction to Minimum Bayes Risk Decoding

Text Generation Problem

Given a context x and a model Pmodel,

generate a desired output
— This process is called decoding!
...but what is desired output?

- Prodel (R]%)— ? 1
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Introduction to Minimum Bayes Risk Decoding

Q2. Question Time!

If we had a PERFECT language model that exactly captures P04 (h|x),
would the text generation problem be considered solved?

. Yes - text generation is trivial with a perfect model.
Mostly yes - rare edge cases may exist.

. No - there are many other aspects to consider.

O 0 W >

. It can never be perfect so the question has no point.
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Q2. Question Time!

If we had a PERFECT language model that exactly captures P04l (h|x),
would the text generation problem be considered solved?

A. Yes - text generation is trivial with a perfect model.
B. Mostly yes - rare edge cases may exist.

C. No - there are many other aspects to consider.

D

. It can never be perfect so the question has no point.

Hint is...
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Introduction to Minimum Bayes Risk Decoding

Okay, it's time to think about Him!

What is He?

A. Dog
B. Cat
C.Oowl
D. Bear

18




Introduction to Minimum Bayes Risk Decoding

Maximum-a-posteriori (MAP) Decoding

What is He?

A. Dog
B. Cat
C.Oowl
D. Bear

MAP decoding
(estimate) selects the
most probable option
(i.e. highest probability)

19
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Why MAP Wouldn’t be Perfect?
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Why MAP Wouldn’t be Perfect?

What is He?

A. Dog
B. Cat
C.Oowl
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Why MAP Wouldn’t be Perfect?

If it’s actually a cat/dog/owl, it may not be a big problem, but...
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Why MAP Wouldn’t be Perfect?

If it's actually a cat/dog/owl, it may not be a big problem, but...
What if he's a baby bear with an angry mom behind him?
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Why MAP Wouldn’t be Perfect?

If it's actually a cat/dog/owl, it may not be a big problem, but...
What if he's a baby bear with an angry mom behind him?

— Risk is not considered
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Question should be what you would do
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B. Pull back the kid and take a closer look
o Most likely a cat but it might be a
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o Worst case, it might be a bear!
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You Have Multiple Options even with a Perfect Probability Model

Question should be what you would do

A. Petit! :
— Maximum-a-
o Heis most likely a cat posteriori (MAP)

B. Pull back the kid and take a closer look

o Most likely a cat but it might be

some wild animal — Bayes risk
C. Ruuuuun!!! minimization
(MBR)

o Thereis a chance heis a bear

— Minimax .
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Q2. Question Time!

If we had a PERFECT language model that exactly captures P04 (h|x),
would the text generation problem be considered solved?

. Yes - text generation is trivial with a perfect model.
Mostly yes - rare edge cases may exist.

. No - there are many other aspects to consider.

O 0 W >

. It can never be perfect so the question has no point.
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Q2. Question Time!

If we had a PERFECT language model that exactly captures P04 (h|x),
would the text generation problem be considered solved?

A. Yes - text generation is trivial with a perfect model.
B. Mostly yes - rare edge cases may exist.
\/ C. No - there are many other aspects to consider.

D. It can never be perfect so the question has no point.

How you ACT given the probability estimate is up to you 33
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Q2. Question Time!

If we had a PERFECT language model that exactly captures P04 (h|x),
would the text generation problem be considered solved?

\/ A. Yes - text generation is trivial with a perfect model.
B. Mostly yes - rare edge cases may exist.
C. No - there are many other aspects to consider.

D. It can never be perfect so the question has no point.

But can’t we think of a ”"language model” that takes into account of
human preference? 4




Introduction to Minimum Bayes Risk Decoding

“Language Model” with Human Preference

-

But can’t we think of a "language model” that takes into account of
human preference? Yes. Reinforcement learning. 35
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Ql. Question Time!

36
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He is Atchoum

What is He?

B. Cat = =
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He is Atchoum

What is He?

B. Cat = =

Image from

https://www.atchoumthecat.com/ 38
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He is Atchoum

What is He?

B. Cat = =

Image from
https://www.atchoumthecat.com/




Introduction to Minimum Bayes Risk Decoding

You Have Multiple Options even with a Perfect Probability Model

Question should be what you would do

A. Petit! — Maximum-a-
o He is most likely a cat posteriori (MAP)

B. Pull back the kid and take a closer look

o Most likely a cat but it might be

some wild animal — Bayes risk
i minimization
C. Ruuuuun!!! (MBR)

o Thereis a chance heis a bear

— Minimax
40
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Algorithm: Minimum Baye Risk Decoding

MINIMUM BAYES RISK DECODING:
THE CAT CONSENSUSS

Pick the one that agrees most
@ with the rest = MBR!

,f‘ &

The cat A feline The kitty
sat on the is on arug lies by .
mat. the door .. &

|




Introduction to Minimum Bayes Risk Decoding

Procedure of Minimum Bayes Risk (MBR) Decoding (kumar+ ‘04, Eikema+ ‘20)

1. Sample outputs randomly

A face of e N —
a black cat catwi
L brown eyes

P, h|x)— )
model ( | ) A black [ A black cat
kitten o
] P . ] My cute little
? |
Prompt: “What’s in the picture? [ A cat ] [ Kitty 44 }

42



Introduction to Minimum Bayes Risk Decoding

Procedure of Minimum Bayes Risk (MBR) Decoding (kumar+ ‘04, Eikema+ ‘20)

1. Sample outputs randomly
2. Estimate the utility between the outputs using a function w(h,y)

A face of e N —
ablackcat | - catwi
— L brown eyes

P hix)— i
model ( | ) A black . [ A black cat
kitten . — ;
y - . \ e My cute little
? . :
Prompt: “What's in the picture” [ Py 1 [ Kitty 4 }
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Procedure of Minimum Bayes Risk (MBR) Decoding (kumar+ ‘04, Eikema+ ‘20)

1. Sample outputs randomly
2. Estimate the utility between the outputs using a function w(h,y)

= -risk
A face of O .
— L brown eyes
Prodel (h|x)— A
mode A black .| Ablack cat
kitten . — ;
» - . \ e My cute little
? . o
Prompt: “What’s in the picture® [ Py 1 .- [ Kitty 48 }
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Introduction to Minimum Bayes Risk Decoding

Procedure of Minimum Bayes Risk (MBR) Decoding (kumar+ ‘04, Eikema+ ‘20)

1. Sample outputs randomly
2. Estimate the utility between the outputs using a function w(h,y)
3. Select the output that maximizes the average utility to the others

A face of e N —
ablackcat | - catwi
— L brown eyes

P h|ix)— g
model ( | ) A black .| Ablack cat
kitten v - .
» _ . , e My cute lttle
2 |
Prompt: “What’s in the picture? [ A cat } [ ity 48 }

Selected output

45
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Procedure of Minimum Bayes Risk (MBR) Decoding (kumar+ ‘04, Eikema+ ‘20)

1. Sample outputs randomly
2. Estimate the utility between the outputs using a function w(h,y)
3. Select the output that maximizes the average utility to the others

A face of e N —
ablackcat | - catwi
— L brown eyes

P, h|x)— g
model ( | ) A black .| Ablack cat
kitten v - .
» . . \ e My cute little
Prompt: “What’s in the picture? [ — } ...... [ Kitty % }
1
hyigr = argmax —— Z u(h,y) Selected output

, . |[samples
hesamples ‘ P I y€Esamples 46
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Interpretation of MBR Decoding

Assuming the generated samples are the possible “true answers”,
minimize the average risk over them

A face of e N —
ablackcat | - catwi
— L brown eyes

P, h|x)— g
model ( | ) A black .| Ablack cat
kitten v - .
» . . \ e My cute little
Prompt: “What’s in the picture? [ — } ...... [ Kitty % }
1
hyigr = argmax —— Z u(h,y) Selected output

, . |[samples
hesamples ‘ P I y€Esamples 47
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Utility Function Matters!

Using better utility function results in better generation

Method Automatic Evaluation Model Human Eval
Breu sBrLeu CuHrre Yisti BL.1 BL.2 logP MQM |
Human Transl. Ref-D 31.5 31.6 609 84.7 37.1 756 —-38.0 0.388'
Beam 4 343 342 625 853 268 71.6 —11.5 2.030
sBLEU 347 348 625 854 234 705 —11.2 1.855
CHRF 342 343 641 857 258 714 —13.2 2.139
MBR Yisi 342 342 628 860 264 716 —114 2.445

Breurt vO.1 292 294 60.0 843 350.0 77.1 —18.7 1.5711
BrLeurt v0.2 254 260 57.7 83.1 439 79.0 -244 1.661'

Freitag et al.,, TACL 2022 48
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Sampling Algorithm Matters!

~ Pseudo-Reference de-en en-de ru-en en-ru

S
. < Ancestral 85.82 87.51 82.02 8841
Candidate de-en en-de ru-en en-ru I Beam 8562 87.40 81.64 87.78
Ancestral 85.82 86.32 82.11 86.13 = Epsilon (¢ = 0.02) 85.80 87.74 82.01 88.46
Beam 88.47 89.32 84.16 89.44 -§ Epsilon (e = 0.02)* 85.87 87.74 8198 88.46
Epsilon (e=0.02) 88.51 89.47 84.36 90.17 & Nucleus(p=0.6) 85.69 87.57 81.76 88.26
Nucleus (p=0.6) 88.01 89.12 83.76 89.96 Nucleus (p =0.9) 86.04 87.82 82.18 88.61
Nucleus (p=0.9)  83.02 89.04 83.98 89.57 Beam Search 84.38 86.13 80.76 85.69

Beam Search (ensemble) 84.30 86.06 80.91 85.74

Ohashi et al., NAACL 2024 49
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Applications of MBR Decoding

APPLICATIONS OF
MBR DECODING

MACHINE TRANSLATION sEEel RECOGNITION
The cat is sleeping on the sofa

Die Katze schisft ayf. dem Sofa, Itisalovely |Itisa lovely
after noon. | after noon.
Itislovely | Atabby cat
afternoon. | is indoors.

SUMMARIZATION IMAGE CAPTIONING

A o

o

Aartciicles Esm ison
- o
—

MBR
DECipg

50
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MBR Decoding for Machine Translation

Many submissions to WMT’'24 use MBR Decoding

Final Target Language Hypothesis

| RIS RSERET ]
en—xx
MBR decoding [with COMET
Models METRICX | XCOMETT COMETKIWI T
Baselines N-best Hypotheses N-best Hypotheses
NLLB-54B 7.617 66.90 7 57.017 ) ) ‘
GPT-40 1506  83.746 77.04 5 RFBLRT L RFRLRE T
CLAUDE-SONNET-3.5 1405 84855 78.00 4 paiaiie P sbRRL
' ' ’ : RSB R T FIFELEMISESHN
DEEPL — — — Rl EERT S RIFELRIEIIEHAY
RIFECEMEIEPSHA BlFSEsrE e
TOWER
ToOwER-vV2 7B 1485 83.775 77.025
TowWER-V2 70B 1.324 84.87 4 78.20 4 Beam search Temperature and}nucleus sampling
TOWER + QAD .............................................................................. [ T Systm J LN based MT Syt W
TOWER-V2 70B+MBR  0.9212 88.7812 81393 Source L ‘ Text
TOWER-V2 7T0B+TRR  1.033 87.953 82.132 oriee angtage Tex
TOWER-V2 70B 2-step 0-89. 89.25. 82-54. [ Scientific facts result from experiments J

Rei et al., WMT 2024 Wu et al., WMT 2024 51
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MBR Decoding for Machine Translation

MBR Decoding is better than beam search

BLEURT 0.2

MBR
decoding

80

Beam
Search

5 10 50 100 500 1000

candidate list size (log scale)

Freitag et al., TACL 2022 o2
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MBR with Chain-of-Thought a.k.a. Self-Consistency

Greedy decode
This means she uses 3 + 4 = 7 eggs every day.
She sells the remainder for $2 per egg, so in
total she sells 7 * $2 = $14 per day.
The answer is $14.

Chain-of-thought
prompting

Language
model

The answer is $14.

Marginalize out reasoning paths

Sample a diverse set of €
to aggregate final answers

Self-consistency

reasoning paths ,
1
/(i: If there are 3 cars in the parking \ She has 16 - 3 - 4 = 9 eggs \
lot and 2 more cars arrive, how many left. So she makes $2*9= | The answer is $18.
cars are in the parking lot? $18 per day. 1 \
A: There are 3 cars in the parking lot i ~ \
already. 2 more arrive. Now there are Tl rears dhe ahe edls e \

3 +2=5cars. The answer is 5. remainder for $2 * (16 - 4 - 3)| The a ris $26.

= $26 per day.

Q: Janet’s ducks lay 16 eggs per day.
She eats three for breakfast every
morning and bakes muffins for her
friends every day with four. She sells
the remainder for $2 per egg. How
much does she make every day?

Q:

1 J
She eats 3 for breakfast, so | B
she has 16 - 3 =13 left. Then |
she bakes muffins, so she | The answer is $18.
has 13 - 4 = 9 eggs left. So
she has 9 eggs * $2 = $18. |

Language
model

60
58
56
54
52
50

0

ARC (Challenge)

—=

—8— Greedy Decode (Single-path)
—3— Self Consistency (Multi-path)

5 10 15 20 25 30 35 40
#Sampled Reasoning Paths

Wang et al. ICLR 2023

53
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MBR for Distillation from Teacher LLM

Innerhalb seiner eigenen Partei
wiichst der Widerstand MBR training

Source Within his party, resistance In seiner Partei regt sich

sentence continues to grow. Widerstand.
MBR Der Widerstand gegenibn |
wiichst weiter. — -
Innerhalb seiner Partei reg MBR-N training
In seiner Partei wichst der ¢ {erstand immer grof
—_— Widerstand weiter an —p
—
. . = Auch in seiner Partei wichst

In seiner Partei formiert sich der Widerstand!
der Widerstand. .

Teacher Candidate Candidate pairs with Candidate Student

LLM translations MBR scores selection LLM

Wang et al. SSI-FM ICLR 2025 o
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MBR for Self-Distillation

Section 3: MBR Inference *
o Pseudo-References
n valuate
Region of ultra Dark hole in
_ Evaluator dense spacetime.  space.
10 03 077 | |o72] Decoded Output

Max five-word R . f lt —————————————————————————————————————————————————————————————— _—-"' —_——__—‘ Dark hole in
description of a egion of ultra 0.43 1.0
black hole, for densespacetime. |- - - - - C - - o o o e e e e 035 p|0 _SZ — > space.
ab-yearold ===Z0 = | sl T T T T T T T T T E TS EEE ST TS ===

Pt Darkholeinspace. [ 08 02 10 | |073

— Candidates
Marginalise

Sample

Section 4: MBR Distillation
55

Wu et al. ICLR 2025
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Why does MBR Decoding Work?

56
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Procedure of Minimum Bayes Risk (MBR) Decoding (kumar+ ‘04, Eikema+ ‘20)

1. Sample outputs randomly
2. Estimate the utility between the outputs using a function w(h,y)
3. Select the output that maximizes the average utility to the others

A face of e N —
ablackcat | - catwi
— L brown eyes

P h|ix)— g
model ( | ) A black .| Ablack cat
kitten v - .
» _ . , e My cute lttle
2 |
Prompt: “What’s in the picture? [ A cat } [ ity 48 }

Selected output

57



Introduction to Minimum Bayes Risk Decoding

Why does MBR Decoding Work?

MBR Decoding only need finite samples (e.g.,100) to
surpass the performance of beam search (state-of-the-

art) whereas the number of possible sequences is infinite.

MBR
decoding

Beam
Search

5 10 50 100 500 1000

58

candidate list size (log scale) Freitag et al., TACL 2022
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Hypothesis: MBR decoding is a Convolutional Filter

\,\o.(ﬁ\
Ny '
TR Y, Y2 J an\ o‘\
\“ﬂl M ¢ "t 4t
- L
(a) (b) yed.

https://suzyahyah.github.io/bayesian%20inference/machine%20translation/2022/02/15/mbr-decoding.html

59
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Hypothesis: MBR decoding is a Convolutional Filter

AN
\51‘\"?&”\ &L z‘”\

A,

v, Y Bty !
ST S e
Py VY SCha
P g —J1 ¢
i*- . P \J LM.L___

(a) (b) el

https://suzyahyah.github.io/bayesian%20inference/machine%20translation/2022/02/15/mbr-decoding.html

So far | could not find evidence

MBR decoding only using k-neighbors did not improve over MBR
Neighbors of the MBR output do not always have high probability

60
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Minimum Bayes Risk Decoding Minimizes Bayes Risk (Ichihara et al., ACL 2025)

Which objective functions are easier to optimize, MAP or MBR?

- With large enough number of samples, MBR is likely to be better
under assumptions

MAP Regret is better.

Training Dataset Size |D|

MBR Regret is better.

Size of Samples n 61
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Minimum Bayes Risk Decoding Minimizes Bayes Risk (Ichihara et al., ACL 2025)

MBR decoding converges to the optimal solution with high probability at a rate of

O(1/\n) where n is the number of samples

BLEURT 0.2

under assumptions

80

MBR
decoding

Beam
Search

5 10 50 100 500 1000
candidate list size (log scale)

Freitag et al., TACL 2022 62



Introduction to Minimum Bayes Risk Decoding

MBR Decoding as a Medoid Identification Problem (Jinnai&Ariu, Findings 2024)

Median Estimation: n = 1
L2 Error = 0.9357

1
hypr = argmax Z u(hj y)

samples
he€samples ‘ p | yEsamples

0.5+

A face of - : |
[ a black cat } -] Acatwith ;
: L brown eyes

.
= .

N . —0.54
B

Pmodel(hlx) [ Abla‘c‘:l;“ }_,[Abl‘ack cat

kitten —

---- Unit circle
Samples (n=1)

T T — True median (0,0)
Pl . Current estimated median

_ : My cute little -
[ A cat } kitty . Lo

Selected output

63
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MBR Decoding as a Medoid Identification Problem (Jinnai&Ariu, Findings 2024)

1
hypr = argmax > ulhy)

samples
hesamples ‘ p | yEsamples

This entails that there exists an
approximation

algorithm with O(n log n)

1.0 q

0.5+

0.0 1

—0.54

-1.04

Median Estimation: n = 1
L2 Error = 0.9357

---- Unit circle
Samples (n=1)
T T T - True median (0,0}
“"". B ‘ Current estimated median
*
T T
-1.0 —0.5 0.0 0.5 1.0
X

64



Introduction to Minimum Bayes Risk Decoding

MBR Decoding as a Noisy Signal Decoding

Random sampling has no bias but high variance

Noise (variance) can be ignored by sample-and-aggregate strategy

—_AIZTBIE!

A

Decoding }

}

Encoding H)

N—

65




Introduction to Minimum Bayes Risk Decoding

Why does MBR Decoding Work?

MBR Decoding only need finite samples (e.g.,100) to
surpass the performance of beam search (state-of-the-

art) whereas the number of possible sequences is infinite.

Still an open question!

66
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Open Problems

67




Introduction to Minimum Bayes Risk Decoding

MBR x Computational Linguistics

- Information density, surprisal, exposure bias...
- These theories are often mentioned to explain why MAP decoding fails
- Does it explain why MBR decoding is good?

e.d. The uniform information density hypothesis claims that human prefers
to distribute information uniformly

How big is [yp the family; [rc €Hrat) you cook
for _;]]1? Native English speakers don’t want to omit this “that”

68



Introduction to Minimum Bayes Risk Decoding

MBR for En-Ja, Ja-En Translation

- pfnet/plamo-2-translate is available for research!
- But not for me...(

- pfnet/plamo-2-translate-eval is a pairwise evaluation model which
may be used in a different way than MBR decoding

69



Introduction to Minimum Bayes Risk Decoding

Faster Inference: MBR Decoding is SLOW

MBR Decoding is 10-100 times more slower than beam search

Possible solutions

- Faster computation of utility function (e.g., Cheng&Vlachos, EMNLP 2023)

- Efficient use of autoregressive model
- e.g. Speculative decoding (e.g. Sun et al., NeurlPS 2025)
- Efficient sampling

- Non-iid sampling algorithm?

70



Introduction to Minimum Bayes Risk Decoding

summary

Questions: jinnai_yu@cyberagent.co.jp

Decoding Matters More than You Think!

n



Introduction to Minimum Bayes Risk Decoding

Where Should | Start?

Starter kit for MBR decoding

= Sampling-Based Approximations to Minimum Bayes Risk Decoding for Neural Machine Translation
(Eikema & Aziz, EMNLP 2022)

= High Quality Rather than High Model Probability: Minimum Bayes Risk Decoding with Neural Metrics
(Freitag et al., TACL 2022)

= Minimum Bayes-Risk Decoding for Statistical Machine Translation (Kumar & Byrne, NAACL 2004)

M ¢
1
b

Implementations (Library)

- https://github.com/naist-nlp/mbrs
- https://github.com/ZurichNLP/mbr
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